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Wave propagation in idealized stellar atmospheres is modeled by the equations of ideal
MHD, together with the gravity source term. The waves are modeled as small perturbations
of isothermal steady states of the system. We consider a formulation of ideal MHD based
on the Godunov–Powell form, with an embedded potential magnetic field appearing as a
parameter. The equations are discretized by finite volume schemes based on approximate
Riemann solvers of the HLL type and upwind discretizations of the Godunov–Powell source
terms. Local hydrostatic reconstructions and suitable discretization of the gravity source
term lead to a well-balanced scheme, i.e., a scheme which exactly preserves a discrete ver-
sion of the relevant steady states. Higher order of accuracy is obtained by employing suit-
able minmod, ENO and WENO reconstructions, based on the equilibrium variables, to
construct a well-balanced scheme. The resulting high order well-balanced schemes are val-
idated on a suite of numerical experiments involving complex magnetic fields. The
schemes are observed to be robust and resolve the complex physics well.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

The problem of modeling wave propagation in idealized stellar atmospheres has received considerable attention in the
solar physics and astrophysics communities in recent years (see [42,6] and references therein). A typical situation of interest
is to model how convection generated waves from the inner layers of the sun transport and deposit energy in the overlaying
chromospheric and coronal plasmas. The waves interact with complex magnetic fields generated by the plasma and these
interactions affect the qualitative as well as quantitative features of the energy transfer.

In [42,6], these complex phenomena were modeled in terms of the equations of magnetohydrodynamics (MHD) in two
space dimensions, together with a gravitational source term given by
qt þ divðquÞ ¼ 0;

ðquÞt þ div qu� uþ pþ 1
2 jBj

2
� �

I � B� B
� �

¼ �qge2;

Bt þ divðu� B� B� uÞ ¼ 0;

Et þ div Eþ pþ 1
2 jBj

2
� �

u� ðu � BÞB
� �

¼ �qgðu � e2Þ;

divðBÞ ¼ 0;

ð1:1Þ
. All rights reserved.
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where q is the density, u ¼ fu1;u2;u3g and B ¼ fB1;B2;B3g are the velocity and magnetic fields respectively, p is the thermal
pressure, g is constant acceleration due to gravity , e2 represents the unit vector in the vertical (y)-direction. E is the total
energy, for simplicity determined by the ideal gas equation of state:
E ¼ p
c� 1

þ 1
2
qjuj2 þ 1

2
jBj2; ð1:2Þ
where c > 1 is the adiabatic gas constant. The above equations represent the conservation of mass, momentum and energy
and the magnetic induction equations for the evolution of the magnetic field. The momentum conservation is affected by the
Lorentz force due to the magnetic field and by the gravitational force. The total energy is the sum of the energy due to the
pressure and the kinetic and magnetic energies. The gravitational potential energy is modeled by the source term on the
right hand side of the energy equation. The divergence constraint on the magnetic field reflects the fact that magnetic mono-
poles have not been observed in nature.

The above Eq. (1.1) posses a rich variety of steady states that are of interest in modeling wave propagation. Two interest-
ing steady states considered in [42,6] and in a recent paper [18] are given as follows.

1.1. Hydrodynamic steady state

This steady state assumes that the velocity u and magnetic field B are set to zero. Furthermore, we are interested in chro-
mospheric plasmas where the temperature is approximately constant ([6]) and one can assume that the atmosphere is iso-
thermal. A simple calculation ([18]) with the above assumptions leads to the following steady (or more precisely, static)
state:
u � 0; B � 0; qðx; yÞ ¼ q0e�y=H; pðx; yÞ ¼ p0e�y=H; ð1:3Þ
where the scale height H is given by H ¼ p0=gq0 and p0 and q0 are the values of the pressure and density at the bottom
boundary of the domain. Note that the hydrostatic balance due to gravity implies that the pressure and the density decay
exponentially in the vertical direction. Hence, very low pressures and densities can be found at the top of the domain of
interest.

1.2. Magnetic steady state

The hydrodynamic steady state assumes that the magnetic field is zero. Any realistic description of solar plasmas cannot
ignore the effect of magnetic field since it plays a crucial role in the energy transfer [6]. Steady states with a magnetic field
are easy to determine once the momentum balance in (1.1) is rewritten as
ðquÞt þ divðqu� uþ pIÞ ¼ curlðBÞ � B� qge2:
The above equation displays the role of the Lorentz force explicitly in the momentum balance. Under the assumption that the
velocity field is set to zero, the following magnetic steady states are easy to obtain,
u � 0; divðBÞ � 0; curlðBÞ � 0;

qðx; yÞ ¼ q0e�y=H; pðx; yÞ ¼ p0e�y=H:
ð1:4Þ
The above conditions require that the magnetic field is both divergence free and curl free. It is easy to obtain closed form
solutions of such magnetic fields in terms of harmonic functions ([18] and in Section 2). Note that the conditions on steady
magnetic fields are quite general and imply that there is a rich variety of magnetic steady states (1.4).

The usual method in modeling waves is to consider them as small perturbations of the above steady states. The Eq. (1.1)
are supplemented with the steady states (1.3), (1.4) as initial conditions. Since, we are interested in a small part of the solar
atmosphere, periodic boundary conditions are imposed in the horizontal (x)-direction. The waves are pushed into the do-
main by imposing suitable inflow boundary conditions at the bottom boundary. One expects the wave forms to be distorted
due to interactions with the magnetic field and the action of gravity. The distorted waves exit the domain through the top
boundary. The top boundary is an artificial boundary and suitable numerical boundary conditions need to be imposed in or-
der to ensure that the waves exit the domain without large reflections.

Equations of form (1.1) are examples of systems of balance laws (conservation laws with source terms). Solutions of such
equations develop discontinuities such as shock waves and contact discontinuities, even for smooth initial data. Hence, solu-
tions have to be considered in the weak sense. The MHD equations are hyperbolic but not strictly hyperbolic, since different
characteristic speeds can coincide.

If the eigenvectors of the Jacobian matrix of the flux functions are to be used in computations, then these must be suitably
scaled (see [41,3] for detailed descriptions). The structure of discontinuities of the MHD equations is quite complicated as the
flux functions are non-convex [50].

We remark that (even in one space dimension) global existence and uniqueness results have not been obtained at the
current time.



F.G. Fuchs et al. / Journal of Computational Physics 229 (2010) 4033–4058 4035
Hence, numerical simulations of these equations is the main tool of study and analysis. Finite volume methods [29] are
among the most popular tools for discretizing non-linear balance laws like (1.1). The computational domain is divided into
control volumes or cells. The method consists of discretizing an integral version of a balance law like (1.1) over each cell to
obtain a time update of the cell averages of the unknown. The key step in the update is to determine numerical fluxes by
solving local Riemann problems at each cell interface (along the normal direction). The source term in the balance law
(1.1) can be discretized in several ways. Higher order accuracy in space can be obtained by using non-oscillatory piecewise
polynomial reconstructions like the MUSCL [52], ENO [24] and WENO [45] reconstructions. High order temporal accuracy is
obtained by using strong stability preserving Runge–Kutta methods [23].

Finite volume schemes for ideal MHD equations have undergone considerable development in the last fifteen years. In
one space dimension, finite volume schemes for MHD equations include the linearized solvers developed in [41,10]. Other
schemes are the non-linear HLL type solvers designed in [31,22,36,7,8,17] and references therein. The linearized Roe-type
solvers are less dissipative than the HLL type solver but can lead to unphysical negative densities and pressures. The non-
linear HLL type solvers like the ones designed in [22,36,7] are proved to preserve positive densities and pressures. Compar-
isons between different approximate Riemann solvers are performed in papers like [18,46,34].

In one space dimension, the divergence constraint in (1.1) implies that the normal magnetic field is constant in space. This
information is used in the design of some of the above approximate Riemann solvers. However, the nature of MHD equations
in multi space dimensions is different. The divergence constraint in several dimensions does not imply that the normal mag-
netic field is constant. Hence, it is not straightforward to extend one dimensional MHD schemes to several dimensions.

It is also difficult to satisfy the divergence constraint itself. Standard schemes may not preserve the constraint in a dis-
crete manner and divergence errors are speculated to lead to numerical instabilities and unphysical oscillations [51]. Several
methods have been designed to deal with the divergence constraint in MHD codes. Popular choices include the projection
method, in which the magnetic field is projected into a zero divergence field by solving an elliptic equation at each time step
[9], a method which is computationally expensive. A cheaper alternative is the parabolic cleaning method of [33,13]. Another
popular method of handling the divergence constraint is the use of staggered grids to ensure that a particular form of dis-
crete divergence is zero. Several versions of staggered grid methods exist, and an incomplete list includes those developed in
[2,12,15,32,44,43,46,49,51] and other references therein. A possible disadvantage of staggered grid methods is the complex-
ity of the book-keeping at the code level, leading to overheads in parallelizing the code. It is also more difficult to obtain
numerical stability for these schemes, since some of the theoretical basis of finite volume schemes is lost.

A different divergence cleaning procedure was presented in [39,40] where a slightly different form of the ideal MHD
equations (with a source term proportional to divergence) was discretized. This form, also called the Godunov–Powell form
happens to be symmetrizable [21] and Galilean invariant, while the standard form (1.1) is neither symmetrizable nor Gal-
ilean invariant. Furthermore, in the Godunov–Powell form divergence errors are transported out of the domain with the flow
([39]). Similar ideas were presented in [13]. A possible pitfall of this procedure was pointed out in recent papers [16,17].
Examples were presented to argue that the Godunov–Powell form needs to be discretized in a suitable manner for numerical
stability. Various upwind discretizations of a partial form of the Godunov–Powell source term were proposed recently in
[7,53,17].

The Godunov–Powell form makes it mathematically feasible to deal with data not satisfying the divergence constraint.
Hence, it allows constructing one dimensional schemes that immediately extend to accurate and remarkably robust multi-
dimensional schemes, as carried out by the authors in [19] (see also [53]). The method involved designing suitable three and
five wave HLL type solvers and discretizing the Godunov–Powell source term in an upwind manner. The source discretiza-
tion involved utilizing the structure of the approximate Riemann solver. Positivity preserving high order ENO and WENO
reconstructions were also proposed. The resulting schemes were high order accurate and robust in computations, particu-
larly on very fine meshes. The numerical schemes designed in [19] constitute an attractive framework for robust simulations
of models involving MHD equations.

In order to extend existing finite volume methods for the ideal MHD equations to the balance law (1.1), we need to dis-
cretize the terms due to gravity in a suitable manner. The resulting scheme should be able to handle very low pressures and
densities (see the exponential structure in (1.4) at the top of the domain. Furthermore, waves are very small perturbations of
the steady states (1.3), (1.4), so resolving them requires that the scheme approximating (1.1) preserves discrete versions of
the steady states (1.3), (1.4) to sufficient accuracy. Another hurdle is the issue of suitable numerical boundary conditions at
the top boundary. This boundary condition must ensure mass balance and low reflections.

A recent paper [18] illustrated some of the problems in extending existing finite volume methods to simulate wave prop-
agation involving models like (1.1). In [18], the gravity source term was discretized by a fractional steps method [29] and
characteristic type boundary conditions [38,48] were used at the top boundary. However, these methods led to significant
numerical instabilities and large boundary reflections, particularly on problems with strong magnetic fields. In fact, none of
the schemes considered in [18] were stable on wave propagation problems with strong magnetic fields. The lack of robust
finite volume schemes preserving discrete steady states was a persistent problem.

Finite volume methods which preserve steady states in balance laws are called well-balanced. Many balance laws like
shallow water equations with bottom topography [30] and Euler equations for gas flows in nozzles [28] involve balance laws
with interesting steady states. Well-balanced schemes for the shallow water equations with topography have been designed
in many recent papers including [30,1,37,11] and other references therein. Well-balanced schemes for nozzle flows are
considered in [27,28] among others. The most popular form of well-balancing a scheme is to use local hydrostatic
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reconstructions. A different approach is considered in [25]. To the best of our knowledge, no well-balanced schemes for sim-
ulating wave propagation in stratified atmospheres has been designed, even in the absence of magnetic fields.

The aim of this paper is to design a robust finite volume scheme to simulate waves modeled as perturbations of steady
states (1.3), (1.4) in the balance law (1.1). Our approach consists of the following ingredients,

� We follow the approach of [47,40] and consider a modified formulation of the balance law (1.1). The modified form
includes the Godunov–Powell source term discussed earlier. It also considers an embedded steady magnetic field like
(1.4) and solves for the deviation of this magnetic field, which is treated as a parameter. This approach is motivated by
the fact that we are interested in small perturbations of the steady magnetic field (1.4).

� The resulting modified MHD system is discretized by a finite volume method, similar to the schemes of [19]. The numer-
ical fluxes are calculated by a suitable three wave approximate Riemann solver of the HLL type. The Godunov–Powell term
is discretized in an upwind fashion. Minmod, ENO and WENO reconstructions are used to obtain higher order accuracy.

� A novel form of well-balancing is designed by using suitable local hydrostatic reconstructions in the numerical fluxes. The
gravity source term is also well-balanced. Novel piecewise linear reconstructions are proposed to obtain a second-order
accurate well-balanced scheme.

� Well-balanced Neumann type boundary conditions are proposed to reduce reflections and ensure stability at the top
boundary. These conditions are very similar to the extrapolated Neumann boundary conditions of [18].

The above ingredients are combined to obtain robust well-balanced high order finite volume schemes for wave propaga-
tion in stratified magneto-atmospheres. The schemes are tested on a suite of numerical experiments including perturbations
of hydrodynamic steady states (1.3). However, the main interest is to study wave propagation as perturbations of the mag-
netic steady states (1.4). We consider realistic background magnetic fields and simulate wave propagation. The numerical
results illustrate both accuracy and stability of the schemes. The schemes are employed to describe complex physical phe-
nomena accompanying wave propagation. Particular attention is paid to examine the role of magnetic fields in influencing
wave propagation. The numerical results show qualitative agreement with the ones presented in [6], and demonstrate con-
siderable improvements over the results of [6] with respect to modeling very small perturbations of steady states, long time
integration and interaction of waves with the top boundary.

The remaining part of the paper is organized as follows: in Section 2, we describe a modified formulation of (1.1). The high
order accurate well-balanced schemes are presented in Section 3. In Section 4, we present various numerical experiments
demonstrating the computational efficiency of the schemes. We describe some of the complex physical phenomena under-
lying wave propagation in this section. Contents of the papers are summarized in Section 5.

2. The model

Deriving the ideal MHD equations with gravity (1.1) from the first principles without explicitly using the divergence con-
straint results in the following semi-conservative Godunov–Powell form of the equations (see [19] for a detailed derivation in
the absence of gravity),
qt þ divðquÞ ¼ 0;

ðquÞt þ div qu� uþ pþ 1
2
j�Bj2

� �
I � B� B

� �
¼ �BðdivBÞ � qge2;

Bt þ divðu� B� B� uÞ ¼ �uðdiv BÞ;

�Et þ div Eþ pþ 1
2
j�Bj2

� �
u� ðu � �BÞB

� �
¼ �ðu � BÞðdivBÞ � qgðu � e2Þ:

ð2:1Þ
The system is coupled with an ideal gas equation of state (1.2) and all the quantities in (2.1) are as defined before. The
difference between the standard form (1.1) and the Godunov–Powell form (2.1) are the explicitly div B-dependent source
terms in (2.1). Taking divergence on both sides of (2.1), we obtain
ðdivBÞt þ divðuðdiv BÞÞ ¼ 0: ð2:2Þ
Hence, initial divergence free fields remain divergence free under time evolution in (2.1). Furthermore, the Godunov–Powell
system is Galilean invariant [40] and symmetrizable [21]. Hence, our starting point will be the Godunov–Powell form (2.1)
instead of the standard form (1.1).

Motivated by our interest in modeling wave propagation as perturbations of steady states (1.3), (1.4), we consider a fur-
ther modification of the system (2.1). Assume that there exist a magnetic field eB satisfying the following assumptions,
eBt ¼ 0; divðeBÞ ¼ 0; and curlðeBÞ ¼ 0: ð2:3Þ
Specific examples of such fields will be given in the sequel. Next, we define the deviation B about this potential field eB by,
B ¼ B� eB:
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We plug in the above form in (2.1) and after some calculations (see [40]), we obtain the following modified system,
qt þ divðquÞ ¼ 0;

ðquÞt þ div qu� uþ pþ 1
2
jBj2 þ eB � B� �

I � B� B� eB � B� B� eB� �
¼ �ðBþ eBÞðdivBÞ � qge2;

Bt þ divðu� B� B� uþ u� eB � eB � uÞ ¼ �uðdivBÞ;

Et þ div Eþ pþ 1
2
jBj2 þ B � eB� �

u� ðu � BÞB� ðu � eBÞB� �
¼ �ðu � BÞðdivBÞ � qgðu � e2Þ;

ð2:4Þ
where E ¼ p
c�1þ 1

2 jBj
2 þ 1

2 qjuj2. The variable of interest is now the deviation magnetic field B and the background magnetic
field eB satisfying (2.3) appears as a parameter in the above equations.

Remark 2.1. The only assumptions used in deriving (2.4) are given by (2.3). In particular, no linearization assumptions were
made nor was any condition imposed on the magnitude of B. Hence, the above Eq. (2.4) can be thought of as another
equivalent form of the MHD equations with gravity (1.1).

We will discretize the above Eq. (2.4) in the remaining part of this paper. Writing (2.4) explicitly in two space dimensions
results in
Ut þ ðfðU; eBÞx þ gðU; eBÞy ¼ s1ðU; ~BÞ þ s2ðU; eBÞ þ sgðUÞ; ð2:5Þ
where
U ¼ fq;qu1;qu2;qu3;B1;B2; B3; Eg;
is the vector of conserved variables and eB ¼ feB1; eB2; eB3g is any background magnetic field defined by (2.4). The above form
clearly illustrates that the fluxes and the Godunov–Powell source term depend on the parameter eB. Hence, (2.5) is an exam-
ple of a balance law with spatially varying parameters. Such equations have many interesting properties (see [35]) for a de-
tailed exposition). The fluxes in (2.5) are given by
f ¼

qu1

qu2
1 þ p1 � B2

1
2 � eB1B1

qu1u2 � B1B2 � eB1B2 � B1
eB2

qu1u3 � B1B3 � eB1B3 � B1
eB3

0

u1ðB2 þ eB2Þ � u2ðB1 þ eB1Þ

u1ðB3 þ eB3Þ � u3ðB3 þ eB3Þ

ðEþ p1Þu1 � u1
B2

1
2 � ðB1 þ eB1Þðu2B2 þ u3B3Þ

0BBBBBBBBBBBBBBBBBBBBBBBB@

1CCCCCCCCCCCCCCCCCCCCCCCCA

;

g ¼

qu2

qu1u2 � B1B2 � eB1B2 � B1
eB2

qu2
2 þ p2 � B2

2
2 � eB2B2

qu2u3 � B2B3 � eB2B3 � B2
eB3

0

u2ðB2 þ eB2Þ � u2ðB2 þ eB2Þ

u2ðB3 þ eB3Þ � u3ðB3 þ eB3Þ

ðEþ p2Þu2 � u2
B2

2
2 � ðB2 þ eB2Þðu2B2 þ u3B3Þ

0BBBBBBBBBBBBBBBBBBBBBBBB@

1CCCCCCCCCCCCCCCCCCCCCCCCA

;

ð2:6Þ
where we have defined
p1 ¼ pþ B2
2 þ B2

3

2
þ B2

eB2 þ B3
eB3; p2 ¼ pþ B2

1 þ B2
3

2
þ B1

eB1 þ B3
eB3: ð2:7Þ
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Similarly, the Godunov–Powell source terms in (2.1) can be written explicitly as
s1 ¼

0;

� B2
1

2

� �
x
� eB1ðB1Þx

�ðB2 þ eB2ÞðB1Þx

�ðB3 þ eB3ÞðB1Þx
�u1ðB1Þx
�u2ðB1Þx
�u3ðB1Þx

�u1
B2

1
2

� �
x
� ðu2B2 þ u3B3ÞðB1Þx

0BBBBBBBBBBBBBBBBBBBBBB@

1CCCCCCCCCCCCCCCCCCCCCCA

s2 ¼

0;

�ðB1 þ eB1ÞðB2Þy

� B2
2

2

� �
y
� eB2ðB2Þy

�ðB3 þ eB3ÞðB2Þy
�u1ðB2Þy
�u2ðB2Þy
�u3ðB2Þy

�u2
B2

2
2

� �
y
� ðu1B1 þ u3B3ÞðB2Þy

0BBBBBBBBBBBBBBBBBBBBBBB@

1CCCCCCCCCCCCCCCCCCCCCCCA

: ð2:8Þ
Note that we have used the chain rule B1ðB1Þx ¼
B2

1
2

� �
x

as well as a similar rule for the product B2ðB2Þy. While true for smooth
solutions, this formula may no longer hold when the magnetic field has discontinuities. However, choosing this definition of
the non-conservative product was found to be robust in practice (see [19]).

Finally, the gravitational source term is given by
sg ¼ f0; 0;�qg;0; 0;0; 0;�qu2gg: ð2:9Þ
Considering the primitive variables V ¼ fq;u;B; pg, we can write (2.5) in the quasilinear form
Vt þ AVx þ BVy ¼ eS;

where ðA;BÞ ¼ ð@Uf; @UgÞ are the flux Jacobians. Set B ¼ Bþ eB, denoting the sound speed a2 ¼ cp

q and b1;2;3 ¼
�B1;2;3ffiffiffi

q
p ,

b2 ¼ b2
1 þ b2

2 þ b2
3, the eigenvalues of A are calculated (see [40]) as
k1 ¼ u1 � cf ; k2 ¼ u1 � b1; k3 ¼ u1 � cs; k4 ¼ u1;

k5 ¼ u1; k6 ¼ u1 þ cs; k7 ¼ u1 þ b1; k8 ¼ u1 þ cf ;
ð2:10Þ
where cf ; cs are given by
c2
f ¼

1
2

a2 þ b2 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða2 þ b2Þ2 � 4a2b2

1

q� �
; c2

s ¼
1
2

a2 þ b2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða2 þ b2Þ2 � 4a2b2

1

q� �
:

The waves corresponding to k1; k8 are termed as fast waves, ones corresponding to k3; k6 as slow waves, those correspond-
ing to k2; k7 as Alfvén waves and the wave associated with k4;5 is a contact or shear wave. Note that the parameter eB enters
into the expressions of the eigenvalues. The eigenvalues of B (in the y-direction) are analogously defined.

2.1. Steady states

As in the introduction, we assume that u � 0 and that eB satisfies the potential field assumptions (2.3). Furthermore if the
deviation B � 0 and an isothermal atmosphere is assumed, i.e. p ¼ Cq for some constant C, then simple calculations (see
[18]) lead to the following steady states of (2.4),
u ¼ 0; B ¼ 0; qðx; yÞ ¼ q0e�y=H; pðx; yÞ ¼ p0e�y=H; ð2:11Þ
where the scale height H is given by H ¼ p0=gq0 and p0 and q0 are the values of the pressure and density at the bottom
boundary of the domain. Observe that the above steady state is magnetostatic, since only the perturbation B is assumed
to be zero. The magnetic field is manifest in (2.11) through the background field eB.

2.1.1. Hydrodynamic steady state
So far, the background field eB only satisfies (2.3). Specific solutions of the assumptions (2.3) lead to a classification of pos-

sible steady states. The simplest solution of (2.3) is given by
eB � 0: ð2:12Þ
The steady state (2.11) together with zero background field (2.12) is referred to as the hydrodynamic steady state. It is equiv-
alent to the hydrodynamic steady state (1.3) of (1.1).

2.1.2. Magnetic steady states
Non-trivial solutions of (2.3) lead to an interesting magnetic steady states. Note that solutions of (2.3) can be character-

ized by vector harmonic functions. We use the following Fourier expansion of vector harmonic functions (see also [18]),
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B1ðx; yÞ ¼
XM

k¼0

fk sin
2kpx

X

� �
e�

2pky
X ; B2ðx; yÞ ¼

XM

k¼0

fk cos
2kpx

X

� �
e�

2pky
X ; B3ðx; yÞ � 0; ð2:13Þ
where the fk’s are Fourier coefficients corresponding to the background magnetic field at the bottom of the domain and M is
total number of Fourier modes. The constant X in (2.13) refers to the length of the domain (in the x-direction) under consid-
eration. Note that the above field (2.13) can be quite complicated with a large number of modes. However, even more gen-
eral solutions of (2.3) can be found, particularly those with non-zero B3. We restrict ourselves to fields of the form (2.13) in
our numerical simulations. The steady state (2.11) with a background field like (2.13) is called a magnetic steady state.

Remark 2.2. A big advantage of using the modified formulation (2.4) is that it allows for a unified treatment of steady states.
Observe that all isothermal steady states of (2.4) are given by (2.11). The difference between individual steady states lies in
the choice of the background field eB. This enables us to use a single characterization of isothermal steady states and design
well-balanced schemes which preserve them.
3. Numerical schemes

For notational simplicity, we focus on the MHD Eq. (2.1) in two space dimensions. The extension to three space dimen-
sions is straightforward. We approximate (2.5) in a domain x ¼ ðx; yÞ 2 ½Xl;Xr � � ½Yb;Yt�. For simplicity, the domain is discret-
ized by a uniform grid in both directions with the grid spacing Dx and Dy. We set xi ¼ Xl þ iDx and yj ¼ Yb þ jDy. The indices
are 0 6 i 6 Nx and 0 6 j 6 Ny. Set xiþ1=2 ¼ xi þ Dx=2 and yjþ1=2 ¼ yj þ Dy=2, and let Ii;j ¼ ½xi�1=2; xiþ1=2Þ � ½yj�1=2; yjþ1=2Þ denote a
typical cell. The cell average of the unknown state vector W (approximating U) over Ii;j at time tn is denoted Wn

i;j.

3.1. First-order schemes

A standard finite volume scheme (first-order in both space and time) (see [29]) is obtained by integrating the balance law
(2.5) over the cell Ii;j and the time interval ½tn; tnþ1Þ with tnþ1 ¼ tn þ Dtn, where the time-step Dtn is determined by a suitable
CFL condition. The resulting fully-discrete form of the scheme is
Wnþ1
i;j ¼Wn

i;j �
Dtn

Dx
Fn

iþ1=2;j � Fn
i�1=2;j

� �
� Dtn

Dy
Gn

i;jþ1=2 � Gn
i;j�1=2

� �
þ Dtn S1;n

i;j þ S2;n
i;j þ Sg;n

i;j

� �
: ð3:1Þ
The numerical fluxes F, G and discretized sources S1; S2 and Sg are specified in the following sections.

3.1.1. Numerical flux and Godunov–Powell source in the x-direction
As in [19], we determine the numerical flux Fn

iþ1=2;j and the source term S1;n
i;j from the (approximate) solution of the fol-

lowing Riemann problem
Wt þ fðW; eBMÞx ¼ s1ðW; eBM;WxÞ; Wðx;0Þ ¼
WL x < 0;
WR x > 0;

�
ð3:2Þ
where f and s1 are defined in (2.6) and (2.8) respectively. The Riemann initial data in terms of primitive variables are
VL ¼ qn
i;j;u

n
i;j;B

n
i;j;p

n
i;j

n o
; VR ¼ qn

iþ1;j;u
n
iþ1;j;B

n
iþ1;j;p

n
iþ1;j

n o
: ð3:3Þ
The data WL;WR (in terms of conservative variables) is easily obtained from the primitive variables. The parameter eBM in
(3.2) is given by the average,
eBM ¼ eBiþ1=2;j ¼
eBi;j þ eBiþ1;j

2
: ð3:4Þ
Hence, we stagger the parameter eB in defining the approximate Riemann solver. This approach is a popular discretization of
balance laws with coefficients [26] and results in a simplification of the Riemann problem.

3.1.2. The HLL three wave solver
There are eight possible waves in the exact solution of the Riemann problem (3.2). We will approximate these eight waves

with three waves, i.e. two representing the outermost fast waves and a middle wave approximating the material contact dis-
continuity. This approximate solution and fluxes for (3.2) are given by
WH3 ¼

WL if x
t 6 sL;

W	
L if sL <

x
t < sM;

W	
R if sM < x

t < sR;

WR if sR 6
x
t ;

8>>>>>><>>>>>>:
FH3 ðWL;WR; eBMÞ ¼

FL if x
t 6 sL;

F	L if sL <
x
t < sM;

F	R if sM < x
t < sR;

FR if sR 6
x
t :

8>>>>>><>>>>>>:
ð3:5Þ



4040 F.G. Fuchs et al. / Journal of Computational Physics 229 (2010) 4033–4058
Note that we do not enforce F ¼ fðWH3 ; eBMÞ. The reason is that we allow p1 of (2.7) to be a free variable, hence taking the role

of the relaxation pressure in [7]. For consistency we have to set p1 ¼ pþ B2
2þB2

3
2 þ B2

eB2 þ B3
eB3 in FL and FR. The outer wave

speeds sL and sR model the fast magneto-sonic waves and are defined as in [14,22], i.e.,
sL ¼minfu1L � cfL; �u1 � �cf g; sR ¼maxfu1R þ cfR; �u1 þ �cf g; ð3:6Þ
where �u1 and �cf are the normal velocity and the fast wave speed of the Jacobian matrix AððWL þWRÞ=2Þ respectively. This
choice is important for numerical stability and accuracy.

In order to describe the solver, we need to determine the speed of the middle wave sM and the intermediate states W	
L;W

	
R.

The middle wave models a material contact discontinuity. Hence, the velocity field and the tangential magnetic fields are
assumed to be constant across the middle wave. This allows us to define u	 ¼ u	L ¼ u	R, B	2 ¼ B	2L ¼ B	2R and B	3 ¼ B	3L ¼ B	3R.
As in [19], the normal magnetic field B1 is not assumed to be constant but jumps only across the middle wave (modeling
the linear degenerate ‘‘divergence wave” implied by (2.2)), and B1 is constant across the outer waves. The only difference
between the solver designed here and the three wave solver described in [19] is the fact that we include a parameter eBM

in our expressions and we must account for it in the conservation relations below.
We impose local conservation across each wave to determine the various states. Local conservation across the outermost

waves means that
sLW	
L � F	L ¼ sLWL � FL; and sRWR � FR ¼ sRW	

R � F	R: ð3:7Þ
Conservation across the middle wave sM involves taking the source term s1 in (3.2) into account. The conservation relation
reads
sMW	
R � sMW	

L ¼ F	R � F	L þ s1;	; ð3:8Þ
where
s1;	 ¼

0

� B2
1R�B2

1L
2 � eB1MðB1R � B1LÞ

� B	2 þ eB2M

� �
ðB1R � B1LÞ

� B	3 þ eB3M

� �
ðB1R � B1LÞ

�u	ðB1R � B1LÞ

�u	1
B2

1R�B2
1L

2 � u	2B	2 þ u	3B	3
� 	

ðB1R � B1LÞ

0BBBBBBBBBBBBBBBBBBB@

1CCCCCCCCCCCCCCCCCCCA

: ð3:9Þ
This amounts to integrating the source s1 in (3.2) across the wave fan as described in the next section. The above expres-
sion follows from the assumption that B1 jumps only across the middle wave while the velocity field and the tangential com-
ponents of the magnetic field remain constant.

For any middle speed sM , a straightforward application of the conservation relations (3.7) determines unique values of q	h
given by
q	h ¼ qh

u1h � sh

sM � sh
; h 2 fL;Rg: ð3:10Þ
Using conservation across all the three waves (adding (3.7) and (3.8)) results in the global conservation relation,
FR � FL ¼ sRWR � sLWL þ ðsM � sRÞW	
R þ ðsL � sMÞW	

L þ s1;	: ð3:11Þ
We can use the intermediate density states (3.10) and global conservation (3.11) to obtain
sM ¼ u	1 ¼
p1R � p1L þ qRu1Rðu1R � sRÞ � qLu1Lðu1L � sLÞ

qRðu1R � sRÞ � qLðu1L � sLÞ
:

Similarly, one uses local conservation (3.7) across the two outer waves to obtain the intermediate ‘‘relaxed” pressures,
p	1h ¼ p1h þ qhðu1h � shÞðu1h � sMÞ; ð3:12Þ
for h 2 fL;Rg. Note that conservation across the middle wave automatically implies that p	1L ¼ p	1R, and that (3.12) confirms
this assertion. The next step is to determine the tangential velocity and magnetic field. Using global conservation across the
wave fan (3.11), we obtain that the intermediate values u	r and B	r satisfy the following two linear equations,
au	r � bB	r ¼ cr; �bu	r � fB	r ¼ dr; r 2 f2;3g;
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where
cr ¼ qRurRðu1R � sRÞ � qLurLðu1L � sLÞ
� ðB1RBrR � B1LBrLÞ � eB1MðBrR � BrLÞ;

dr ¼ BrRðu1R � sRÞ � BrLðu1L � sLÞ
� B1LurL � B1RurRð Þ þ eBrMðu1R � u1LÞ � eB1ðurR � urLÞ;

a ¼ qRðu1R � sRÞ � qLðu1L � sLÞ;
f ¼ sR � sL;

b ¼ B1R � B1L:

ð3:13Þ
Solving the linear system (3.13), the intermediate tangential components of velocity and magnetic field are obtained as
u	r ¼
fcr � bdr

afþ b2 ; B	r ¼
�adr � bcr

afþ b2 : ð3:14Þ
Remark 3.1. In general, the denominator; afþ b2, in (3.14) can become small, leading to a degeneracy in the states. A simple
calculation shows that afþ b2–0 if qRcR

f þ qLcL
f

� �
ðsR � sLÞ > ðB1R � B1LÞ2. This condition can be ensured by modifying the

wave speeds (3.6) to sL ¼minð~sL; �u1 � �cf Þ and sR ¼maxð~sR; �u1 þ �cf Þ where the new element is the slightly ‘faster’ fast wave
speeds
~sR ¼ u1R þ
1
2
ðmaxððu1L � u1RÞ;0ÞÞ þ ~cfR; ~sL ¼ u1L �

1
2
ðmaxððu1L � u1RÞ;0ÞÞ � ~cfL; ð3:15Þ
with
~c2
fh ¼

cph

qh

þ B2
1h

qh

ð1þ �Þ þ B2
2h þ B2

3h

qh

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cph þ jBj

2
h

qh

 !2

� 4
cphB2

1h

q2
h

vuut ; h 2 fL;Rg:
Here, � is a small positive constant, and Brh ¼ Brh þ eBrM with r 2 f1;2;3g. This slight ‘widening’ of the wave fan ensures that
the denominator afþ b2 is never zero, and hence that the intermediate states are well defined. Details of this modification
can be checked from [19].

Finally, the intermediate total energy states are determined by local conservation relations (3.7)
E	h ¼
1

sM � sh
Ehðu1h � shÞ þ p1hu1h � p	1hsM þ

B2
1h

2
ðu1h � sMÞ þ ðB1h þ eB1MÞ B2hu2h þ B3hu3h � B	2hu	2h � B	3hu	3h

� 	 !
;

for h 2 fL;Rg. Hence, all the intermediate states are determined explicitly. The intermediate fluxes are obtained in terms of
the intermediate states by local conservation (3.7),
F	L ¼ FL þ sL W	
L �WL

� 	
; F	R ¼ FR þ sR W	

R �WR
� 	

:

Combining the above expressions for the states and the fluxes, we write down our explicit flux formula for the three-wave
solver as
FH3
iþ1=2;j ¼

Fi;j ; if sL;iþ1=2;j > 0;
F	i;j ; if sL;iþ1=2;j 6 0 ^ sM;iþ1=2;j P 0;
F	iþ1;j ; if sM;iþ1=2;j < 0 ^ sR;iþ1=2;j P 0;
Fiþ1;j ; if sR;iþ1=2;j < 0:

8>>><>>>: ð3:16Þ
Note that this may be discontinuous at sM;iþ1=2;j ¼ 0 according to (3.8). Hence our choice of FH3 in that case is merely a con-
vention. It is the proper addition of the source term which ensures that the scheme is continuous.

3.1.3. Discretization of the Godunov–Powell source term
In this section we motivate (3.8), and specify the discrete source S1;n

i;j in (3.1). The discrete source must be consistent with
the Godunov–Powell source term in the x-direction s1ðW; eB;WxÞ. It will be determined from our solution of the Riemann
problem (3.2) along the x-direction at the cell interfaces ðxiþ1=2; yjÞ. The HLL three wave approximate Riemann solver of
the previous section provide us with the assumptions we need: The normal magnetic field jumps only across the contact
discontinuity modeled by the middle wave, while the velocity field and the tangential components of the magnetic field
are constant across the middle wave.

We follow the presentation in [19] and let T be a quantity that is constant with value T	 across the middle wave, then
TB1
x

� �
ðx; tÞ ¼ T	ðB1R � B1LÞd xþ tu	1

� 	
; ð3:17Þ
where d denotes the Dirac delta function. If we assume that u	1


 

Dtn

6 Dx, integrating TB1
x over ð0;DtnÞ � ð�Dx;0Þ yields
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1
Dx

Z Dtn

0

Z 0

�Dx
TB1

x dxdt ¼ DtnT	
B1R � B1L

Dx
1 u	1<0f g; ð3:18Þ
where 1A denotes the characteristic function of the set A. Integration over ð0;DtnÞ � ð0;DxÞ leads to
1
Dx

Z Dtn

0

Z Dx

0
TB1

x dxdt ¼ DtnT	
B1R � B1L

Dx
1 u	1>0f g;
under the same restriction, ju	1jDtn
6 Dx. Similarly, by again using the assumption that B1 jumps only across the contact dis-

continuity and T remains constant across it, we obtain that
1
Dx

Z Dtn

0

Z 0

�Dx
T

B2
1

2

 !
x

dxdt ¼ DtnT	
B2

1R � B2
1L

2Dx
1 u	1<0f g;
and
1
Dx

Z Dtn

0

Z Dx

0
T

B2
1

2

 !
x

dxdt ¼ DtnT	
B2

1R � B2
1L

2Dx
1 u	1>0f g: ð3:19Þ
Hence, we can derive (3.8) from (3.18) and (3.19) by observing that we must have
s1;	 ¼
Z tnþ1

tn

Z Dx

�Dx
s1 WH3 ; eBM;W

H3
x

� �
dxdt:
The final scheme is defined by evolving the piecewise constant function Wi;j according to the approximate Riemann solver
(3.5), and then taking the cell average of the conserved quantities. Hence, the scheme is determined by (3.7) and (3.8), yield-
ing (3.16), and
S1;n
i;j ¼ s1;	

i�1=2;j1fðsM;i�1=2;jP0Þg þ s1;	
iþ1=2;j1fðsM;iþ1=2;j<0Þg; ð3:20Þ
where s1;	
i
1=2;j is defined in (3.9). For the case sM;iþ1=2;j ¼ 0, our choice in (3.20) was dictated by our choice in (3.16). Integration

along the y-direction is taken care of by the midpoint rule.
We emphasize that the discrete Godunov–Powell source term in each cell consists of contributions from Riemann solu-

tions at the bordering interfaces and depends on the sign of the middle wave at each interface. Thus, the Godunov–Powell
source term is suitably upwinded. Note that assuming the normal magnetic field B1 to be constant for the whole domain
leads to the source term being zero. This approach follows [19,7] and is very different from the usual centered discretization
of the Godunov–Powell source term ([40] and references therein).

Thus, we have completed the descriptions of the numerical fluxes F and the source S1 in (3.1).

Remark 3.2. The above fluxes and sources are designed using a three wave solver. An alternative would be to design a five
wave solver like in [36,19]. This solver models Alfvén waves in addition to the outer most fast waves and the contact
discontinuity. We can follow the steps of [18] to design a five wave solver for (3.2) by taking into account contributions of the
parameter eB.
3.1.4. Fluxes and sources in the y-direction
The numerical flux G and discrete Godunov–Powell source term S2 in (3.1) are similarly described in terms of the follow-

ing Riemann problem
Wt þ gðW; eBmÞy ¼ s2ðW; eBm;WyÞ; Wðy;0Þ ¼
WB y < 0;
WT y > 0;

�
ð3:21Þ
where g and s2 are defined in (2.6) and (2.8) respectively. The natural way to specify initial data WT;B in the above problem is
to use the states WB ¼Wn

i;j and WT ¼Wn
i;jþ1. However, this approach leads to a scheme that does not preserve discrete ver-

sions of the interesting steady states (2.11). Therefore we must design suitable fluxes in order to design well-balanced
schemes.

3.1.5. Local hydrostatic reconstructions
Instead of just using the cell averages below and above the interface as data in (3.21), we utilize the special structure of

the isothermal steady states (2.11) and perform a local hydrostatic reconstruction inside the cell, i.e., we observe that the
pressure and density at steady state (2.11) have an exponentially decaying profile. We use the same structure locally inside
a cell to define
VB ¼ qn;�
i;jþ1=2;u

n
i;j;B

n
i;j; p

n;�
i;jþ1=2

n o
; VT ¼ qn;þ

i;jþ1=2;u
n
i;jþ1;B

n
i;jþ1;p

n;þ
i;jþ1=2

n o
; ð3:22Þ
where the reconstructed density and pressure are given in terms of extrapolated cell averages by



F.G. Fuchs et al. / Journal of Computational Physics 229 (2010) 4033–4058 4043
qn;�
i;jþ1=2 ¼ qn

i;je
�Dy
2Hn

i;j ; pn;�
i;jþ1=2 ¼ pn

i;je
�Dy
2Hn

i;j ;

qn;þ
i;jþ1=2 ¼ qn

i;jþ1e
Dy

2Hn
i;jþ1 ; pn;þ

i;jþ1=2 ¼ pn
i;je

Dy
2Hn

i;jþ1 ;

ð3:23Þ
with the local scale height Hn
i;j ¼

pn
i;j

gqn
i;j
. The above sub-cell hydrostatic reconstruction has been inspired by the approach of [1]

to design well-balanced schemes for the shallow water equations with bottom topography. It involves using the steady state
density and pressure (2.11) to define the reconstructed densities and pressures at the cell edges in the y-direction.

The data WB and WT (in terms of conservative variables) are easily obtained from the primitive variables VB;VT . The
parameter eBm in (3.21) is given by the average,
eBm ¼ eBi;jþ1=2 ¼
eBi;j þ eBi;jþ1

2
: ð3:24Þ
Hence, we stagger the parameter eB in defining the approximate Riemann solver as in the previous section.
An approximate Riemann solution of the problem (3.2) in terms of the HLL three wave solver of the previous section is

easily obtained by repeating the approach of describing the solver in the x-direction. This can be used to describe the flux G
and source S2. Note that the difference between the design of the fluxes and Godunov–Powell sources in the x and the y-
directions is due to the use of local hydrostatic reconstructions of the density and the pressure in the y-direction.

3.1.6. Discretization of the gravitational source term
We need to discretize the gravity source term to define Sg in (3.1). Instead of using a simple evaluation of the gravity term

(it does not involve any derivatives) inside each cell, we follow an approach suggested in [1] for shallow water equations
with topography to define
Sg;n
i;j ¼ 0;0;

pn;�
i;jþ1=2 � pn;þ

i;j�1=2

Dy
;0; 0;0;0;�qn

i;ju
n
2;i;jg

( )
: ð3:25Þ
where pn;�
i;jþ1=2; p

n;þ
i;j�1=2 are defined in (3.23). We will prove that this discretization of the gravity source term is consistent, and

that it ensures well-balancing of the scheme.

3.1.7. Boundary conditions
In order to complete our description of the scheme (3.1), we need to specify boundary conditions in both directions. As

mentioned before, we use periodic boundary conditions in the horizontal x-direction by setting,
Wn
0;j ¼Wn

Nx ;j; Wn
Nxþ1;j ¼Wn

1;j: ð3:26Þ
In the vertical y-direction, we use the following balanced Neumann type boundary conditions,
Bn
i;0 ¼ Bn

i;1; Bn
i;Nyþ1 ¼ Bn

i;Ny
;

wn
i;0 ¼ wn

i;1e
Dy
Hi ; wn

i;Nyþ1 ¼ wn
i;Ny

e�
Dy
Hi ;

ð3:27Þ
where w denotes the 5-vector fq;qu; pg. This completes the description of the first-order scheme (3.1). Some properties of
this scheme are summarized in the theorem below,

Theorem 1. Consider the scheme (3.1) approximating the system (2.5). This scheme has the following properties,

(i) The scheme (3.1) is consistent with (2.4), and it is first-order accurate in both space and time (for smooth solutions).
(ii) The scheme (3.1) is well-balanced and preserves discrete versions of the steady state (2.11), i.e., given data satisfying
un
i;j ¼ 0; Bn

i;j ¼ 0; qn
i;j ¼ q0

i;je
�yj
H ; pn

i;j ¼ p0
i;je

�yj
H ; ð3:28Þ
and any background field eB, then the numerical update Wnþ1
i;j is
Wnþ1
i;j �Wn

i;j:
Proof. We start by proving consistency of (3.1). The flux F and discrete source S1 are clearly consistent. Observe from (3.23)
that ðqn;


i;jþ1=2; p
n;

i;jþ1=2Þ ! ðqn

i;j; p
n
i;jÞ as Dy! 0. Hence, G and S2 are also clearly consistent. The consistency of the gravitational

source term Sg in (3.25) is a consequence of the following elementary identity,
pn;�
i;jþ1=2 � pn;þ

i;j�1=2

Dy
¼ �gqn

i;j
e

Dy
2Hn

i;j � e
�Dy
2Hn

i;j

Dy
Hn

i;j

¼ �gqn
i;j þ OðDy2Þ: ð3:29Þ
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In fact, (3.29) shows that the gravity source term Sg in (3.25) is in fact second-order accurate. The first-order accuracy of (3.1)
is very easy to check.

To prove that scheme (3.1) is well-balanced, we observe that the data (3.28) are constant in the x-direction. Therefore, the
flux differences Fn

iþ1=2;j � Fn
i�1=2;j are zero for 1 6 i 6 Nx and for all j (including the boundaries). The source terms S1 and S2 are

zero because Bn
i;j ¼ 0 for all i; j (including the boundaries).

Insert the data (3.28) into (3.23) and we obtain,
qn;�
i;jþ1=2 ¼ qn

i;je
�Dy
2H ¼ q0

i;je
�yj
H e

�Dy
2H ¼ q0

i;je
�yj
H e

�Dy
H e

Dy
2H ¼ qn

i;jþ1e
Dy
2H ¼ qn;þ

i;jþ1=2:
A similar calculation holds for the pressure. Consequently for all i; j (including the boundaries),
qn;�
i;jþ1=2 ¼ qn;þ

i;jþ1=2; un
i;j ¼ un

i;jþ1 ¼ 0

pn;�
i;jþ1=2 ¼ pn;þ

i;jþ1=2; Bn
i;j ¼ Bn

i;jþ1 ¼ 0:
ð3:30Þ
Hence the numerical flux G is
Gn
i;jþ1=2 ¼ g qn

i;jþ1=2; 0;0; p
n
i;jþ1=2;q

n
i;jþ1=2;0;0; p

n
i;jþ1=2;

eBi;jþ1=2

� �

and by consistency of the flux in (2.6), we have
Gn
i;jþ1=2 ¼ G qn

i;jþ1=2;0; 0;p
n
i;jþ1=2;

~Bi;jþ1=2

� �
¼ ð0;0;pi;jþ1=2;0; 0;0; 0;0Þ: ð3:31Þ
Similarly an explicit evaluation of the gravity source term (3.25) yields,
Sg;n
i;j ¼ 0; 0;

pn
i;jþ1=2 � pn

i;j�1=2

Dy
;0;0;0;0; 0

� �
:

Therefore combining the above two expressions, we obtain
Gn
i;jþ1=2 � Gn

i;j�1=2

Dy
¼ Sn;g

i;j for all i and j:
Using the above identity in (3.1) and the fact that flux differences in the x-direction and the Godunov–Powell source terms
vanish leads to
Wnþ1
i;j �Wn

i;j:
Hence, the scheme (3.1) is well-balanced with respect to the discrete steady state (3.28). h

Remark 3.3. It is important that the scheme produces positive states, i.e., states with positive values of density and pressure.
For zero gravity and a constant eB, the positivity conditions of [53] (see also [4]) apply. They amount to ensuring that the state
3Wn

i;j �Wn;�
i;jþ1=2 �Wn;þ

i;j�1=2 is positive. In our case this means that 3� 2 cosh ðDy=ð2Hi;jÞÞ > 0, which holds as long as the local
scale height Hi;j is reasonably resolved. For nonconstant eB the techniques of [53] do not apply, and no proof of positivity is
known. Finally, when gravity is added, density trivially remains positive, while we expect pressure to remain positive at
resolved scale heights.
3.2. The second-order scheme

The finite volume scheme (3.1) is first-order accurate in both space and time. For practical applications, we need higher
order of accuracy. We will design a finite volume scheme based on (3.1) which is second-order accurate in both space and
time. At any time t, given the cell averages Wi;jðtÞ, the semi-discrete form of this scheme is given by
d
dt

Wi;j ¼ F i;j ¼ �
1
Dx
ðeFiþ1=2;j � eFi�1=2;jÞ �

1
Dy
ðeGi;jþ1=2 � eGi;j�1=2Þ þ eS1

i;j þ eS2
i;j þ Sg

i;j: ð3:32Þ
The numerical fluxes F;G and the sources eS1; eS2 are defined below.
It is standard (see [29]) to replace the piecewise constant approximation Wi;j with a non-oscillatory piecewise linear

reconstruction in order to obtain second-order spatial accuracy. There are a variety of reconstructions including the popular
TVD-MUSCL limiters [52], ENO reconstruction [24] and WENO reconstruction [45]. The ENO and WENO reconstructions can
be extended to even higher orders of accuracy.

A standard reconstruction is performed in terms of the conservative variables W. However, such a reconstruction may not
preserve discrete steady states like (2.11). Hence, we introduce a novel reconstruction procedure (see [1,37] for well-bal-
anced reconstructions of shallow water equations with topography) based on the following equilibrium variables,
Ri;j ¼ fLqi;j;ui;j;Bi;j; Lpi;jg; ð3:33Þ
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where
Lqi;j ¼ logðqi;jÞ; Lpi;j ¼ logðpi;jÞ:
Next, we use the equilibrium variables in each cell to define non-oscillatory slopes inside each cell by the following
procedures.

3.2.1. Minmod reconstruction (MM)
Given the cell averages Wi;j, we calculate the equilibrium variables Ri;j defined in (3.33). Define the Minmod-differences in

each direction as
DxRi;j ¼minmodðRiþ1;j � Ri;j;Ri;j � Ri�1;jÞ;
DyRi;j ¼minmodðRi;jþ1 � Ri;j;Ri;j � Ri;j�1Þ

ð3:34Þ
where
minmodða; bÞ ¼ 1
2
ðsgnðaÞ þ sgnðbÞÞminðjaj; jbjÞ:
Note that the limiting is performed componentwise.

3.2.2. ENO reconstruction
Given the cell averages Wi;j, calculate the equilibrium variables Ri;j by (3.33). Define the ENO-differences in each direction

as
DxRi;j ¼
Riþ1;j � Ri;j if Cx

i;j 6 1;
Ri;j � Ri�1;j otherwise;

(
DyRi;j ¼

Ri;jþ1 � Ri;j if Cy
i;j 6 1;

Ri;j � Ri;j�1 otherwise;

(
ð3:35Þ
where
Cx
i;j ¼
jwðViþ1;jÞ � wðVi;jÞj
jwðVi;jÞ � wðVi�1;jÞj

; Cy
i;j ¼
jwðVi;jþ1Þ � wðVi;jÞj
jwðVi;jÞ � wðVi;j�1Þj

;

for some function w called the global smoothness indicator. Here V denotes the primitive variables Vi;j ¼ fqi;j;ui;j;Bi;j; pi;jg. We
use wðVÞ ¼ qþ B2. This choice of w is just one possibility and other choices can be made. However, this choice is quite robust
in practice (see [19]). Note that for a piecewise linear reconstruction, the ENO procedure reduces to providing a limiter for
the slopes in each direction.

3.2.3. WENO procedure
As an alternative to the above reconstruction, consider the following cell-differences
DxRi;j ¼ xx
i;jðRiþ1;j � Ri;jÞ þ 1�xx

i;j

� �
ðRi;j � Ri�1;jÞ

� �
;

DyRi;j ¼ xy
i;jðRi;jþ1 � Ri;jÞ þ 1�xy

i;j

� �
ðRi;j � Ri;j�1Þ

� �
;

ð3:36Þ
where the weights are given by,
xx
i;j ¼

a0
i;j

a0
i;j þ a1

i;j

; a0
i;j ¼

1

3 �þ bx;0
i;j

� � ; a1
i;j ¼

2

3 �þ bx;1
i;j

� � ;
xy

i;j ¼
b0

i;j

b0
i;j þ b1

i;j

; b0
i;j ¼

1

3 �þ by;0
i;j

� � ; b1
i;j ¼

2

3 �þ by;1
i;j

� � ;

where � is a small positive number, and the parameters are given by
bx;0
i;j ¼ ðwðViþ1;jÞ � wðVi;jÞÞ2; bx;1 ¼ ðwðVi;jÞ � wðVi�1;jÞÞ2;

by;0
i;j ¼ ðwðVi;jþ1Þ � wðVi;jÞÞ2; by;1 ¼ ðwðVi;jÞ � wðVi;j�1ÞÞ2;
and the indicator function w is defined above. The WENO reconstruction leads to a third-order accurate approximation.

Remark 3.4. The above procedures do not necessarily lead to schemes that preserve positive pressure. A provably positive
scheme, at least for constant eB, can be obtained with the framework outlined in recent papers [53,19] with suitable
modifications. We did not observe problems with positivity in our numerical simulations in this paper. One stabilizing factor
was the use of logarithms of the pressure and density in the reconstruction, which automatically ensures positivity of the
reconstructed pressure and density. Hence, we omit details of positivity preserving modifications here and refer the reader to
[19,53] for details.
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All the above procedures supply slopes DxRi;j and DyRi;j and can be used to define the following reconstructed piecewise
linear function is each cell Ii;j denoted by
Ri;jðx; yÞ ¼ Ri;j þ
1
Dx

DxRi;jðx� xiÞ þ
1
Dy

DyRi;jðy� yjÞ: ð3:37Þ
where the gradients Dx;y may be defined by the minmod (3.34), ENO (3.35) or WENO (3.36) procedures. The reconstructed
primitive variables are obtained from the reconstructed equilibrium variables by the following simple transformation,
Vi;jðx; yÞ ¼ feLqi;jðx;yÞ;ui;jðx; yÞ;Bi;jðx; yÞ; eLpi;jðx;yÞg:
Hence, the reconstruction procedure outlined here entails taking a logarithm of the pressure and density, reconstruct in
these variables and transforming back via an exponential to obtain the reconstructed primitive variables. The conservative
variables can be trivially obtained from the primitive variables and are denoted by the piecewise linear function Wi;jðx; yÞ.

Define the point values,
WE
i;j ¼Wi;jðxiþ1=2; yjÞ; WW

i;j ¼Wi;jðxi�1=2; yjÞ;
WN

i;j ¼Wi;jðxi; yjþ1=2Þ; WS
i;j ¼Wi;jðxi; yjþ1=2Þ:
We use these point values to define the numerical fluxes by
eFiþ1=2;j ¼ F WE
i;j;W

W
iþ1;j;

eBiþ1=2;j

� �
; eGi;jþ1=2 ¼ G WN

i;j;W
S
i;jþ1;

eBi;jþ1=2

� �
;

where F and G are given by the three wave solver of the previous section. The value of the staggered parameter eB is given by
a simple evaluation,
eBiþ1=2;j ¼ eBðxiþ1=2; yjÞ; eBi;jþ1=2 ¼ eBðxi; yjþ1=2Þ:
The above choice ensures second-order accuracy for smooth (say C2) parameters eB. In case the parameter is not smooth
enough, or given by cell averages, we can reconstruct the parameter on a staggered mesh. A crucial difference between the
first-order and the second-order fluxes is the definition of G. In the first-order scheme, hydrostatic reconstructions (3.23)
were used to define the flux in the y-direction. The piecewise linear reconstruction in terms of the equilibrium variables
(3.33) automatically ensures local hydrostatic balance and further modification of the reconstructed densities and pressures
is unnecessary.

Similarly, the second-order source terms can be calculated as
S1
i;j ¼ s1;	

i�1=2;j1fsM;i�1=2;jP0g þ s1;	
iþ1=2;j1fsM;iþ1=2;j<0g;
where s1;	
iþ1=2;j is defined as in (3.9), but with the values Wi;j and Wiþ1;j replaced by WE

i;j and WW
iþ1;j and a second-order equiv-

alent value of parameter eB. The source S2
i;j in the y-direction is defined analogously. Observe that for smooth solutions, the

discretized source S1
i;j vanishes to truncation order with ðBE

1Þi;j � ðB
W
1 Þiþ1;j. Hence, we need to add an extra term for second-

order consistency. However, this term should vanish when S1
i;j becomes significant at jumps (see e.g., [1] for an analogous

situation). We suggest the following simple modification,
eS1
i;j ¼ S1

i;j þ

0

Bi;j þ eBi;j

ui;j � Bi;j

ui;j

0BBBBBBB@

1CCCCCCCA
1
Dx

DxB1
i;j:
The source term eS2
i;j in the y-direction is defined analogously. Similar forms of the discrete source were found to be very

stable in [53,19]. Note that eS1;2
i;j ; are consistent second-order discretizations of the Godunov–Powell source terms s1;2.

The gravity source term Sg
i;j is defined by (3.23) and (3.25) (omitting the n-superscript in (3.25) for compatibility of nota-

tion). Note that (3.29) established that the source term (3.25) is second-order accurate.
3.2.4. Boundary conditions for the second-order scheme
The boundary is treated in the following way. We need to specify two layers of ghost cells in each direction for a second-

order scheme. We have periodic boundary conditions in the x-direction, i.e., for 1 6 j 6 Ny we have
W0;j ¼WNx ;j; W�1;j ¼WNx�1;j; WNxþ1;j ¼W1;j; WNxþ2;j ¼W2;j: ð3:38Þ
In the y-direction, we use extrapolated Neumann boundary conditions. In terms of the equilibrium variables, where
Lqi;j ¼ logðqi;jÞ and Lpi;j ¼ logðpi;jÞ, we take
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Lqi;d ¼ Lqi;1 þ
ð1þ dÞDy

Hi;1
; Lqi;Nyþ1þd ¼ Lqi;Ny �

ð1þ dÞDy
Hi;Ny

ui;d ¼ ui;1þd; ui;Nyþ1þd ¼ ui;Ny�d

Lpi;d ¼ Li;1 þ
ð1þ dÞDy

Hi;1
; Lpi;Nyþ1þd ¼ Lpi;Ny

� ð1þ dÞDy
Hi;Ny

Bi;d ¼ Bi;1þd; Bi;Nyþ1þd ¼ Bi;Ny�d;

ð3:39Þ
for 1 6 i 6 Nx and d 2 f0;1g in order to define all the values in the ghost cells. This amounts to using the extrapolated Neu-
mann type boundary conditions of [18] for the primitive variables.

3.2.5. Time stepping
The standard scheme for a first-order approximation in time is the forward Euler time stepping, formally written
Wnþ1
i;j ¼Wn

i;j þ DtnFn
i;j;
where Fn
i is defined in (3.32). For second-order schemes, we use the second-order strong stability preserving Runge-Kutta

(SSP) time stepping (see [23])
W	
i;j ¼Wn

i;j þ DtnFn
i;j;

W		
i;j ¼W	

i;j þ DtnF	
i;j;

Wnþ1
i;j ¼

1
2
ðWn

i;j þW		
i;j Þ:
The time step is determined by a standard CFL condition.
The properties of the second-order scheme are summarized in the theorem below,

Theorem 2. Consider the scheme (3.32) approximating the system (2.5). This scheme has the following properties,

(i) The scheme (3.32) is consistent with (2.5) and is second-order accurate.
(ii) The scheme (3.32) is well-balanced and preserves a discrete version of the steady state (2.11), i.e., given data satisfying
ui;j ¼ 0; Bi;j ¼ 0; qi;j ¼ q0
i;je

�yj
H ; pi;j ¼ p0

i;je
�yj
H ; for all i and j; ð3:40Þ
and any background field eB, then the approximate solutions computed by (3.32) satisfy,
d
dt

Wi;j � 0;
for all i and j.

Proof. The proof of consistency and second-order accuracy is a straightforward consequence of the design of the scheme
(3.32) and can be easily checked. We prove the well-balancing property. Assume that the data satisfies (3.40), then observe
that the data is constant along the x-direction. This implies that
eFiþ1=2;j � eFi�1=2;j � 0;
for all i and j. Furthermore ui;j;Bi;j � 0 implies that
Dxui;j;D
yui;j; DxBi;j;D

yBi;j � 0;
for all i and j. This is true for the minmod, ENO and WENO reconstructions. Therefore all the reconstructed values of u and B
are zero and the source terms eS1 and eS2 are zero for all i and j. A straightforward application of (3.40) leads to the following,
DxLqi;j � 0; DxLpi;j � 0;

DyLqi;j �
�Dy

H
; DyLpi;j �

�Dy
H

;

The above is true for all the three reconstructions, i.e. minmod (3.34), ENO (3.35) or WENO (3.36) reconstructions. Conse-
quently, a simple calculation leads to the following reconstructed density and pressure,
�qi;jðx; yÞ ¼ q0e�yj=He�ðy�yjÞ=H;

�pi;jðx; yÞ ¼ p0e�yj=He�ðy�yjÞ=H:
ð3:41Þ
Hence, we can define qi;jþ1=2 and pi;jþ1=2 by
qN
i;j ¼ qS

i;jþ1 ¼ qi;jþ1=2 ¼ q0e�yj=He
�Dy
2H ;

pN
i;j ¼ pS

i;jþ1 ¼ pi;jþ1=2 ¼ p0e�yj=He
�Dy
2H ; ð3:42Þ
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for all i and j. From consistency of the numerical flux, we obtain
eGi;jþ1=2 ¼ G qE
i;j;0; 0;p

E
i;j;q

W
i;jþ1;0;0;p

W
i;jþ1;

eBi;jþ1=2

� �
¼ g qE

i;j; 0;0; p
E
i;j

� �

and using (3.42), we obtain
eGi;jþ1=2 ¼ ð0;0;pi;jþ1=2;0; 0;0; 0;0Þ: ð3:43Þ
Similarly an explicit evaluation of the gravitational source term in this case yields,
Sg
i;j ¼ 0;0;

pi;jþ1=2 � pi;j�1=2

Dy
; 0;0; 0;0;0

� �
:

where using (3.23) leads to a value of pi;jþ1=2 defined in (3.42).
Therefore combining the above two expressions, we obtain
eGi;jþ1=2 � eGi;j�1=2

Dy
¼ Sg

i;j:
Inserting the above identity in (3.32) and using that both flux differences in the x-direction and the Godunov–Powell source
terms vanish, leads to
d
dt

Wi;j � 0;
for all i and j. Note that the reconstruction in equilibrium variables was absolutely essential in the above proof. h
4. Wave propagation: numerical experiments

We test the first-order (3.1) and second-order (3.32) schemes on a suite of numerical experiments. For the sake of com-
parison, we consider an unbalanced version of the first-order scheme similar to (3.1) based on the HLL three wave solver and
upwind discretization of the Godunov–Powell source terms. This scheme does not use local hydrostatic reconstructions of
density and pressure (3.23) and discretizes gravity by the simpler form
eSg

i;j ¼ f0;0; 0;�qi;jg; 0;0; 0;�qi;ju2;i;jgg: ð4:1Þ
Similarly, we consider a second-order version of the above unbalanced scheme based on a WENO reconstruction in the con-
servative variables, as opposed to the equilibrium variables of the scheme (3.32). Hence, we test the following five schemes:
H3
 First-order unbalanced HLL three wave solver,

H3WB
 well-balanced version of H3 (3.1),

H3WBM
 Second-order well-balanced HLL three-wave solver
(3.32) with Minmod reconstruction (3.34),

H3W
 Second-order unbalanced HLL three-wave solver
with WENO reconstruction

H3WBW
 Second-order well-balanced HLL three wave solver
(3.32) with WENO reconstruction (3.36).
The results with a well-balanced ENO scheme were very similar on most problems to either the H3WBM scheme or the
H3WBW scheme and we omit them from the following presentation. The first order schemes are evolved with a CFL number
of 0.45 and the second-order schemes use a CFL number of 0.9. In all our computations we set c ¼ 5=3.

Regarding the measurement of errors, if we have a reference solution available, then we define the relative error as
100� ka� arefk
karefk

;

where a is (a component of) the numerical approximation and aref is (the same component of) the reference solution, and
k � k is some (usually L1) norm.

4.1. Hydrodynamics: steady state

We begin with a numerical experiment with zero background magnetic field eB. This idealized stellar atmosphere is mod-
eled by a two dimensional spatial domain of ½0;4� � ½0;1�. The initial conditions are given by the hydrodynamic steady state
(2.11) and eB � 0 with a scale height of H ¼ 0:158, initial pressure p0 ¼ 1:13 and gravitational constant g ¼ 2:74. The param-
eters are chosen to approximate the dimensional parameters used in [6]. The simulation is carried out up to a time of t ¼ 1:8.
Here we will compare the performance of our schemes in preserving the steady state (2.11) to the unbalanced version of
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these schemes. Our interest is measuring errors in preserving the steady state with respect to both the pressure (density) and
the velocity. We compute relative percentage errors in pressure by
Table 1
Percent

H3

% L1-
100
200
400
800

% L1-

100
200
400
800
100� kp� prefkL1

kprefkL1
;

where pref is simply the steady state pressure (2.11). It is harder to compute relative errors in the velocity as the steady state
velocity is u � 0. However, the velocity can be compared to the sound speed a ¼

ffiffiffiffiffiffiffiffiffiffiffi
cp=q

p
. Note that the steady state sound

speed is a constant given by a ¼
ffiffiffiffiffiffiffiffiffi
cgH

p
where g and H are the acceleration due to gravity and the scale height. A simple cal-

culation with the constants considered here lead to a ¼ 0:85. Therefore, we measure velocity errors by the following,
100� ku2kL1

a
;

where we choose the velocity component u2 for convenience. The numerical errors in L1 for the pressure and the velocity (as
calculated above) on a series of meshes are presented in Table 1. From this table, we see that using the unbalanced schemes
H3 and H3W leads to errors in preserving the steady state pressure and velocity although they converge to zero when the
mesh is refined. The first-order H3 scheme has large errors and the rate of convergence is 1. The WENO based H3W does
a much better job with respect to steady state errors and the observed rate of convergence is close to 3. However, the errors
(even with WENO scheme) are too large to allow for computations of very small perturbations of the steady state.

On the other hand, the well-balanced schemes perform much better. As proved in Theorems 1and 2, the well-balanced
schemes preserve the steady state up to machine precision for both first and second-order schemes. This experiment serves
to illustrate the contrast between unbalanced schemes are their well-balanced counterparts.

4.2. Hydrodynamics: wave propagation

The next step is to simulate hydrodynamic wave propagation. The computational domain is the same as in the previous
experiment. The propagation of waves is initiated by sending in a sinusoidal (in time) sequence of waves from the bottom
boundary, and letting them propagate across the domain and exiting at the top. The initial data is the hydrodynamic steady
state (2.11) (with the background magnetic field eB � 0). The waves are modeled by the following boundary conditions for
the normal velocity at the bottom,
u2;n
i;f0;�1g ¼ expð�100ðxi;f0;�1g � 1:9Þ2Þc sinð6ptnÞ: ð4:2Þ
Hence, we model the bottom boundary as a localized piston at x ¼ 1:9. These waves move up through the domain and are
modified by the pressure and gravity forces. We perform two different tests for this model. In the first one, we apply very
small perturbations ðc ¼ 3:0e�3Þ. This test serves to illustrate the well-balancing properties of the schemes. Fig. 1 shows
u2 at time t ¼ 1:8 for the small wave perturbations ðc ¼ 3:0e�3Þ for an 800� 200 mesh. The first-order H3WB scheme is very
dissipative. There is a tremendous difference between the first-order scheme and the second-order schemes. Additionally,
we observe that the WENO scheme, (being formally third-order accurate) shows better accuracy than the Minmod recon-
struction. Observe from Table 1 that the steady state velocity errors with the unbalanced H3 and H3W are either of the same
order or orders of magnitude greater than the perturbations and it was not possible to resolve these very small waves for any
of the unbalanced schemes. This illustrate the computational efficiency of well-balanced schemes in resolving small pertur-
bations of the steady state.

Now, we increase the amplitude of the waves introduced at the bottom boundary (4.2) by two orders of magnitude with
c ¼ 0:3. In Fig. 2 we present the results for the first and second-order well-balanced schemes ðH3WB;H3WBM;H3WBWÞ. We can
see that the waves are resolved very well and there is a clear improvement in resolution from first to second-order schemes.
Furthermore, the WENO scheme has better resolution than the minmod scheme.
age relative L1 errors in p and u2 for different schemes on different meshes. Left: unbalanced schemes, right: well-balanced schemes

H3W H3WB H3WBM H3WBW

error in p
� 25 4.9e+2 8.2e+0 7.0e � 13 1.1e � 12 1.6e � 13
� 50 1.6e+2 1.1e+0 3.7e � 14 7.2e � 14 5.7e � 14
� 100 6.7e+1 1.4e+1 4.8e � 13 4.3e � 13 2.7e � 13
� 200 3.0e+1 1.7e � 2 6.4e � 13 7.1e � 13 3.1e � 13

error in p

� 25 2.8e+1 9.7e � 1 7.0e � 13 1.1e � 12 1.6e � 13
� 50 1.5e+1 1.3e � 1 3.7e � 14 7.2e � 14 5.7e � 14
� 100 7.6e+0 1.7e � 2 4.8e � 13 4.3e � 13 2.7e � 13
� 200 2.4e+0 2.1e � 3 6.4e � 13 7.1e � 13 3.1e � 13



Fig. 1. The vertical velocity u2 at t ¼ 1:8 at a mesh resolution of 800� 200 points for c ¼ 3:0e�3. Top left: H3WB, top right: H3WBM, left: H3WBW .
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The features are resolved quite well by the minmod and the WENO schemes. There was a small amount of reflections
from the top boundary. However, the errors were quite small and did not affect the quality of the approximation in the
interior.

A quantitative comparison of the three well-balanced schemes is provided in Table 2. The table shows relative percentage
pressure errors in L1 for the hydrodynamic wave propagation problem with strong waves (i.e. c ¼ 0:3). In the absence of ex-
act solution formulas, we use a reference solution computed on a very fine 3200� 1600 mesh with the H3WBW scheme for
calculating the errors. The table shows that the first-order H3WB scheme is quite dissipative and the rate of convergence is
clearly less than one. This is to be expected as the solution contains discontinuities in the form of sharp fronts and optimal
convergence rates can only be computed for smooth solutions. The table also shows a large gain in accuracy with the H3WBM
and H3WBW schemes. In particular, the WENO scheme is more accurate (at least on fine meshes) than the minmod scheme
and leads to a convergence rate of close to 1.5 compared to the convergence rate of 1.2 with the minmod scheme. Although,
using a reference solution does not provide rigorous evidence of convergence, it indicates that the well-balanced schemes
resolve the solution quite well. Similar results were obtained for errors in the density and the velocity field.
4.3. Magnetohydrodynamics: steady state

A realistic model of the solar atmosphere must account for the magnetic field. We begin the magnetohydrodynamic tests
by assessing the performance of different schemes in preserving a magnetic steady state of the form (2.4). As in the previous
Fig. 2. The vertical velocity u2 at t ¼ 1:8 at a mesh resolution of 800� 200 points for c ¼ 3:0e�1. Top left: H3WB, top right: H3WBM, left: H3WBW .



Table 2
Relative percentage errors for the pressure in L1 computed with respect to a fine mesh reference solution for the hydrodynamic wave propagation with strong
waves at time t ¼ 0:8 on a sequence of meshes.

M H3WB rate H3WBM rate H3WBW rate

100 � 25 4.4e � 00 3.4e � 00 4.1e � 00
200 � 50 3.5e � 00 0.33 2.1e � 00 0.69 2.3e � 00 0.83
400 � 100 2.5e � 00 0.48 1.1e � 00 0.93 1.0e � 00 1.20
800 � 200 1.6e � 00 0.64 5.1e � 01 1.11 3.5e � 01 1.52
1600 � 400 9.2e � 01 0.79 2.1e � 01 1.28 1.0e � 01 1.61
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numerical experiment, the computational domain is ½0;4� � ½0;1�. We consider the steady state (2.11) but with a non-trivial
background magnetic field eB. The background magnetic field is given by an expression of the form (2.13) in terms of a Fou-
rier expansion. The Fourier coefficients are listed below. (The X in (2.13) is in this case equal to 4.)
Table 3
Percent

H3

% L1-
100
200
400
800

% L1-

100
200
400
800
FR ¼ ff0; f1; . . . ; f14g ¼ 0:552802906842;�0:696736253842; 0:908809914778;�0:813921192337;0:360524088458;f
0:115217242296;�0:281974513346;0:143723957761; 0:049431756210;�0:110095259045;
0:053464228949;0:011695376102;�0:028284735991;0:013116555865;0:001434008866g:

ð4:3Þ
Note that the above magnetic field is quite complicated. It is designed to approximate a perturbed Gaussian profile mag-
netic field considered in [6]. This experiment was also considered in a recent paper [18]. The results of [18] indicated that it
was much harder to compute steady states like (2.11) with magnetic field given by (2.13). In fact, all the finite volume
schemes (with different combinations of boundary conditions) considered in [18] crashed on this problem. Hence, it is very
interesting to see how the well-balanced schemes perform on this test case.

We compute with the three well-balanced schemes i.e. H3WB;H3WBM and H3WBW , and for the sake of comparison, we also
compute with the two unbalanced schemes until t ¼ 1:8 on a sequence of meshes. The relative percentage errors in L1 (as
calculated in Numerical experiment Section 4.1) for both the pressure and the velocity are given in Table 3. The table clearly
shows that the well-balanced schemes preserve the steady state to machine precision whereas the unbalanced schemes lead
to relatively large errors. The errors in both sets of schemes are comparable to the errors in preserving the hydrodynamic
steady state (see Table 1). Hence, it is not possible to use unbalanced schemes for approximating very small perturbations
of steady states.
4.4. Wave propagation: effect of the magnetic field

This test case is set up to illustrate the transition from hydrodynamics to MHD by observing the effect that magnetic fields
have on wave propagation. The computational domain is ½0;2� � ½0;1� with the initial data corresponding to the steady state
(2.11). The waves are modeled by the following boundary conditions for the normal velocity at the bottom,
un
i;f0;�1g ¼ c

Bn
i;f0;�1g

jBn
i;f0;�1gj

sinð6ptnÞ1f½1:85;1:95�g ð4:4Þ
with c ¼ 3e�1. Hence, we model the bottom boundary as a localized piston in the interval ½1:85;1:95�. We consider the simple
homogeneous background field eB given by
eB2 ¼ l; eB1 ¼ eB3 ¼ 0; ð4:5Þ
with a constant l that we vary between each experiment. A crucial parameter is the plasma b given by
age relative L1 errors in p and u2 for different schemes on different meshes. Left unbalanced schemes. Right well-balanced schemes.

H3W H3WB H3WBM H3WBW

error in p
� 25 3.5e+2 6.3e+0 9.8e � 20 2.5e � 18 7.9e � 17
� 50 1.2e+2 8.2e � 1 1.6e � 18 3.6e � 18 4.1e � 16
� 100 4.9e+1 1.0e � 1 2.8e � 18 3.5e � 18 2.6e � 15
� 200 2.2e+1 1.3e � 2 4.6e � 18 1.4e � 17 2.0e � 14

error in p

� 25 2.0e+1 6.9e � 1 7.0e � 13 1.1e � 12 1.6e � 13
� 50 9.8e+0 8.6e � 2 3.7e � 14 7.2e � 14 5.7e � 14
� 100 4.8e+0 1.0e � 2 4.8e � 13 4.3e � 13 2.7e � 13
� 200 2.4e+0 1.3e � 3 6.4e � 13 7.1e � 13 3.1e � 13



Fig. 3.
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b ¼ 2p

B2 : ð4:6Þ
The parameter b measures the relative strength of the thermal pressure to the magnetic field and is crucial in determining
the dynamics of the plasma. We show results on a 400� 200 mesh at time t ¼ 0:54, computed with the H3WBW scheme in
Fig. 3. Three different values of l: 0,1 and 5 are chosen to illustrate of the effect of increasing the magnetic field strength. The
magnetic field lines are shown in white and the b isolines are shown in black. The figure illustrates the role of the magnetic
field. For l ¼ 0 (hydrodynamics), the waves simply radiate outward at the constant speed of sound. Before discussing the
numerical results for the configurations with magnetic fields, we describe some terminology: the waves corresponding to
the eigenvalues k1;8 in (2.10) are called fast waves. Similarly, waves corresponding to the eigenvalues k3;6 are called slow
waves. Clearly, the fast waves have much higher speed than the slow waves. Furthermore, the plasma velocity in the direc-
tion of the magnetic field only shows the presence of slow waves ([6]) whereas the velocity in the direction perpendicular to
the magnetic field shows both fast as well as slow waves. In a stratified magneto-atmosphere (see the structure of (2.11),
(2.13) and (4.3)), the pressure and the density decay exponentially with height whereas the magnetic field (at least its con-
stant mode) remains approximately constant. Hence, a pressure dominated flow (with b� 1) at the bottom of the domain
can change into a magnetically dominated flow (with b� 1) near the top of the domain. This implies that gas pressure and
magnetic fields play different roles in different parts of the domain. Furthermore, the region b  1 is very interesting in nat-
ure, since b ¼ 1 corresponds to the well known triple point of MHD ([5]). This region is characterized by the fact that the fast
and slow (also the Alfvén) eigenvalues almost coincide. The brief description above (a more detailed one can be found in [6])
serves to illustrate the complexity of the physics underlying wave propagation in stellar atmospheres, and the considerable
numerical challenges that must be overcome to model this.

In Fig. 3 we present the velocity in the direction of the magnetic field. Given the planar magnetic field (4.5), this reduces to
the velocity in y-direction. For l ¼ 1, the magnetic field compresses the wave and its outward radial spread is reduced con-
siderably. This should be contrasted with the hydrodynamic case. The compression increases considerably by increasing the
magnetic field strength to l ¼ 5. In this case, the velocity is completely focused by the magnetic field.

Another significant feature is the role of the plasma b. The triple line b ¼ 1 serves to convert fast waves into a combination
of fast and slow waves [6]. This phenomenon is illustrated in Fig. 4 where the velocity in the direction perpendicular to the
magnetic field (the velocity in x-direction for this planar magnetic field) is shown. We show the results with the WENO
scheme on a 400� 200 mesh and with l ¼ 1 at three different times. This particular magnetic field is chosen because it
has a b ¼ 1 isoline lying within the computational domain. Thus, this example shows the effect of both the gas pressure
as well as the magnetic field. As soon as a fast wave hits the b ¼ 1 isoline, mode conversion takes place and it is converted
into a combination of fast and slow waves. Furthermore, the decreasing values of b imply that velocity of the fast waves in-
creases quite rapidly after crossing the b ¼ 1 isoline. This vertical increase of the fast wave speed in the low b region forces
the fast waves to turn towards the high b region near the top boundary. This turning behavior is demonstrated quite well in
right most panel of Fig. 4 and is physical [6]. The above results show that there are many interesting physical effects accom-
panying wave propagation in the presence of magnetic fields.
4.5. Wave propagation: weak magnetic fields

The above numerical experiment sets the stage for introducing more complicated background magnetic fields. We con-
sider (2.4) with the steady state (2.11) as the initial data. The background magnetic field eB is given in terms of the expansion
(2.13) with Fourier coefficients given by the vector FR/3 where FR is defined in (4.3). This magnetic field is called weak in
analogy with the terminology in [6]. The computational domain is ½0;4� � ½0;1�.

We use the well-balanced schemes to compute to above configuration with two different perturbations. First, we consider
a very weak perturbation of type (4.4) with magnitude c ¼ 3e�3. This test illustrates the well-balancing of the schemes. The
results with all the three schemes H3WB;H3WBM and H3WBW on a 800� 200 mesh at time t ¼ 0:9 are presented in Fig. 5. We
Results for the simple magnetic field (4.5) with the WENO reconstruction at t ¼ 0:54 on a 400� 200 mesh. The magnetic field lines are in white and
olines are in black, with thicker lines at b ¼ 1. The figures show the velocity in the direction of the magnetic field. The magnetic field strength

es from left to right: left: l ¼ 0, center: l ¼ 1, right: l ¼ 5.



Fig. 4. Velocity perpendicular to the magnetic field for the simple magnetic field (4.5) with l ¼ 1 and with the WENO reconstruction at different times on a
400� 200 mesh. The magnetic field lines are white and the isolines of b black. Left:t ¼ 0:216, center: t ¼ 0:36, right: t ¼ 0:50.

F.G. Fuchs et al. / Journal of Computational Physics 229 (2010) 4033–4058 4053
show both the component of the velocity field parallel to the magnetic field and the component perpendicular to it. Observe
that all the three schemes are able to capture the small perturbations. This is quite challenging as the schemes need to pre-
serve the steady state (2.11) with this complex magnetic field to machine precision in order to capture these small waves.
The figure shows that the WENO scheme is most accurate and the first-order scheme is most dissipative. Furthermore, the
complex physics is nicely resolved by all the three schemes. The velocity in the direction of the magnetic field shows the
presence of the slow waves whereas the perpendicular component shows both fast and slow waves (observe that the leading
fast wave has already reached the boundary at this time instant whereas the leading slow wave is still quite far from the top
boundary). Note that the b ¼ 1 isoline is at the center of the domain. The mode conversion described in the previous exper-
iment is quite clearly seen.

A second set of computations with the above configuration involves a much stronger perturbation of the type (4.4) with
magnitude c ¼ 3e�1. Thus the perturbation is two orders of magnitude greater than the one considered before. The results
with all the three schemes at time t ¼ 0:9 are shown in Fig. 6. The results are obtained on a 800� 200 mesh. The qualitative
Fig. 5. Results for the weak magnetic background with small wave perturbations ðc ¼ 3e�3Þ at t ¼ 0:9 on a 800� 200 mesh. The magnetic field lines are
shown in white and the isolines of b in black. The left column shows the speed in the direction of the magnetic field lines and the right column shows the
speed perpendicular to the magnetic field lines. Top row: H3WB, middle row: H3WBM, bottom row: H3WBW .
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features shown in Fig. 6 are similar to those presented in Fig. 5. The main differences are: the fast waves are much faster now
and are exiting the top boundary at this instant of time. The turning behavior of the fast waves is quite pronounced. Another
difference in this case is the observation that the magnetic field is being distorted quite strongly by the wave. This is to be
expected as the magnetic field is not very strong and the waves have reasonably large magnitude. Note that the slow waves
continue to spread radially outward as the magnetic field is not strong enough to focus them. At the level of schemes, all the
three schemes resolve the complex physics quite well and allow us to deduce quantitative as well as qualitative conclusions
on the nature of the wave propagation.

A quantitative comparison of the three well-balanced schemes is provided in Table 4 where we display relative percent-
age errors of the pressure in the L1 norm. The errors are computed using a fine 3200� 1600 mesh reference solution. Table 4
justifies some of the qualitative comparisons between the schemes. The first-order scheme is very dissipative and the rate of
convergence approaches 0.8 whereas the H3WBM and H3WBW schemes are much more accurate. The WENO scheme has a rate
of convergence close to 1.7 compared to the rate of 1.3 for the minmod scheme showing that the WENO scheme is more
accurate.

4.6. Wave propagation: strong magnetic fields

We consider the same configuration as in the previous experiment. However, we increase the strength of the background
magnetic field (2.13) by considering Fourier coefficients given by (4.3). Thus, the strength of the magnetic field is increased
three times compared with the previous numerical experiment. This field is called the strong magnetic field. We begin with a
very small perturbation of the type (4.4) with c ¼ 3e�3 to test the well-balancing properties of the schemes. The parallel and
perpendicular components (to the direction of the magnetic field) of the velocity field at a resolution of 800� 200 points are
shown in Fig. 7. All the three schemes are able to capture the small perturbations quite accurately. The first-order scheme is
dissipative, but the minmod and WENO schemes compute much sharper wave fronts. Furthermore, there are considerable
differences in the behavior of the waves compared with the numerical experiment with a weaker magnetic field. The waves
in direction of the magnetic field are much more focused by the magnetic field. This is to be expected as the magnetic field is
stronger (see Fig. 3 for the planar magnetic field case). Also the fast waves are considerably faster in this case, given the
Fig. 6. Results for the weak magnetic background at t ¼ 0:9 on a 800� 200 mesh for c ¼ 3e�1. The magnetic field lines are shown in white and the isolines
for b in black. The left column shows the speed in the direction of the magnetic field lines and the right column shows the speed perpendicular to the
magnetic field lines. Top row: H3WB, middle row: H3WBM, bottom row: H3WBW .



Table 4
Relative percentage errors for the pressure in L1 computed with respect to a fine mesh reference solution for the magnetohydrodynamic wave propagation with
the weak magnetic field and strong waves at time t ¼ 0:8 on a sequence of meshes.

M H3WB rate H3WBM rate H3WBW rate

100 � 25 3.0e � 00 2.1e � 00 3.2e � 00
200 � 50 2.6e � 00 0.23 1.2e � 00 0.80 1.5e � 00 1.09
400 � 100 1.8e � 00 0.53 5.5e � 01 1.13 5.5e � 01 1.49
800 � 200 1.1e � 00 0.71 2.2e � 01 1.32 1.7e � 01 1.70
1600 � 400 6.2e � 01 0.82 9.7e � 02 1.27 6.8e � 02 1.69
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stronger magnetic field. Hence, the maximum eigenvalues in (2.10) corresponding to the fast waves are larger. Consequently,
the turning of the fast waves at the top boundary is more pronounced. The accurate numerical resolution of the complex
phenomena with very small amplitudes illustrates the robustness of the well-balanced schemes. We consider the same con-
figuration as above but increase the perturbation (4.4) by two orders of magnitude with c ¼ 3e�1. The results are shown in
Fig. 8. The results are qualitatively similar to those observed in Fig. 7. The fast waves travel even faster now and the turning
at the top boundary is more pronounced. Furthermore, the turned fast waves hit the b ¼ 1 isoline and some of their energy is
converted into slow waves. These slow waves are visible in the right hand side of the domain as very small waves in the
direction parallel to the magnetic field.

A quantitative comparison of the three well-balanced schemes in this case is provided in Table 5 where we display rel-
ative percentage errors of the pressure in the L1 norm. The errors are computed using a fine 3200� 1600 mesh reference
solution. Table 5 is very similar to Table 4 for the weak magnetic fields. The first-order scheme is very dissipative and the
rate of convergence approaches 0.7 whereas the H3WBM and H3WBW schemes are much more accurate. The WENO scheme
has a rate of convergence close to 1.45 compared to the rate of 1.15 for the minmod scheme showing that the WENO scheme
is more accurate. Furthermore, the errors are larger in this case than when the magnetic field is weak. The rates of conver-
gence with all the schemes are not optimal as the solution contains discontinuities, propagating as sharp fronts.
Fig. 7. Results for the strong magnetic background with small wave perturbations ðc ¼ 3e�3Þ at t ¼ 0:9 on a 800� 200 mesh. The magnetic field lines are
shown in white and the b-lines in black. The left column shows the speed in the direction of the magnetic field lines and the right column shows the speed
perpendicular to the magnetic field lines. Top row: H3WB, middle row: H3WBM, bottom row: H3WBW .



Fig. 8. Results for the strong magnetic background at t ¼ 0:9 on a 800� 200 mesh for c ¼ 3e�1. The magnetic field lines are shown in white and the isolines
of b in black. The left column shows the speed in the direction of the magnetic field lines and the right column shows the speed perpendicular to the
magnetic field lines. Top row: H3WB, middle row: H3WBM, bottom row: H3WBW .

Table 5
Relative percentage errors for the pressure in L1 computed with respect to a fine mesh reference solution for the magnetohydrodynamic wave propagation with
the strong magnetic field and strong waves at time t ¼ 0:8 on a sequence of meshes.

M H3WB rate H3WBM rate H3WBW rate

100 � 25 3.6e � 00 2.7e � 00 3.3e � 00
200 � 50 2.9e � 00 0.31 1.5e � 00 0.84 1.8e � 00 0.87
400 � 100 2.1e � 00 0.47 7.4e � 01 0.96 8.0e � 01 1.17
800 � 200 1.4e � 00 0.58 3.4e � 01 1.19 2.8e � 01 1.51
1600 � 400 8.4e � 01 0.73 1.5e � 01 1.12 9.8e � 02 1.45
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5. Conclusion

We consider numerical simulations of wave propagation in an idealized stellar atmosphere. The model consists a refor-
mulated ideal MHD system based on the Godunov–Powell form, together with an embedded steady magnetic field. The
resulting equations are balance laws with gravity source terms and background magnetic fields playing the role of a param-
eter function. The system possesses interesting isothermal steady states. Waves are modeled as small perturbations of these
steady states.

The system is simulated by finite volume schemes based on HLL three wave approximate Riemann solvers and upwind
discretizations of the Godunov–Powell source term. The scheme is well-balanced by using local hydrostatic reconstructions
of the density and pressure and a suitable discretization of the gravity source term. Second-order accurate schemes are de-
signed by considered suitable minmod and WENO reconstructions. The reconstructions are performed in terms of equilib-
rium variables to ensure well-balancing.

The resulting schemes are high-order accurate, stable and well-balanced. They are validated on a large suite of numerical
experiments. The underlying physical phenomena are quite complex and involve multiple scales and parameters. The
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schemes perform very well and are able to resolve very small perturbations as well as the complex phenomena to a high
degree of accuracy.

Future projects include employing the schemes of this paper on more realistic three-dimensional configurations with
background magnetic fields and perturbations derived from observed data. Additional physical effects need to be included
in order to increase the range of application of the models considered here. We plan to consider non-isothermal steady
states, and to add effects of radiation in order to model stellar atmospheres in a more realistic manner. The extension to
non-isothermal steady states requires non-trivial modifications of the ideas presented here and is considered in a forthcom-
ing paper [20].
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